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Abstract: In the multi-satellite and multi-ground station downlink task scheduling problem, the
waiting time from the proposal of the task to the execution will affect its validity. If the satellite has
multiple communicable ground stations when the downlink task is proposed, the selection problem
needs to be solved first. After the selection, since the available time conflict between tasks of different
satellites for the same ground station, the specific start time should be determined. To reduce the
waiting time, a simulated annealing algorithm with a tabu list and start time decision (SATLD) is
proposed. This method uses a two-stage scheduling strategy. In the first stage, the improved simulated
annealing algorithm based on a tabu list is used to select the downlink ground station. The second
stage combines downlink scheduling algorithm based on task arrival time (DSA-AT) method and
downlink scheduling algorithm based on task requirement time (DSA-RT) method to determine the
specific start time of each task of a single ground station. Simulation analysis prove the method has
better selection efficiency of downlink task and shorter total task waiting time, and has practical value.

Keywords: simulated annealing; scheduling; multi-satellite downlink

1. Introduction

With the development of aerospace technology, there are kinds of spacecraft provide
excellent opportunities to gather data from space. They are used for obtaining information
specifically requested by users or storing data that has been obtained during transmission.
No matter what the mission is, it is essential to obtain the data down to the ground station
through the downlink. For instance, the earth observation satellite (EOS) is a satellite
equipped with various sensors. The main task of EOS is to detect the target area proposed
by the user, and then download the detected data to the ground station through the
downlink and then deliver it to the user. However, the capacity of the ground station
(GS) is very limited compared with the large number of spacecraft and the data waiting
to be transmitted. At the same time, some special tasks (e.g., fire spot detection in large-
scale wildfires, etc.) need to deliver observation results to users with the shortest possible
delay. Taking low-latency data transmission and resource utilization into account, there is
a growing need for efficient satellite and ground station data downlink schedule methods.

According to the satellite database of the Union of Concerned Scientist [1], as of
1 January 2022, there are 4852 satellites orbiting the Earth over the world. Although the
number of satellites continues to increase, it is still unable to meet the increasing user
demand. One possible way is to develop low-cost small satellite, which present some
technical limitations [2]. The main technical limitation considered in this paper is the
inability to maintain the inter-satellite link (ISL) due to its low attitude control accuracy.
This prevents it from using ISL and relay satellites to send data down to a ground station,
which means that they can only deliver the results of mission to users by communicating
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with the ground station. More importantly, some special requests have to be satisfied as
soon as possible. For example, EOS is always used to observe and photograph specific areas
in the task of natural disaster rescue. Observations are required to reach decision makers as
quickly as possible. This first challenge is the multi-satellite observation mission scheduling.
Additionally, after the completion of observation, the results should be transmitted to the
ground station in the shortest time. Due to the conflict in the visible time window between
multi-satellite and limited ground stations, an efficient scheduling method is of great
significance for timely completion of missions.

There have been increasing research attentions on satellites mission scheduling prob-
lem in recent decades [3]. Beak et al. considered various constraints in the EOS problem,
including energy and priority. They proposed a planning method based on genetic al-
gorithm and tested it on three different types of satellites [4]. Wang et al. studied the
multi-satellite redundant target planning problem and proposed a fast solution method
based on complex networks [5]. Chu et al. proposed a mode of high and low resolution
payload satellites working together to solve the problem of multi-satellite cooperative
observation [6]. He et al. extended the adaptive large neighborhood search algorithm to
the multi-agile satellite planning problem [7,8]. As for area targets, the regional targets are
usually divided first, and then arrange the observation tasks of each satellite [9].

The ground station scheduling(GSS) is a crucial part in satellite control and data deliv-
ery [10]. Once the satellite completes its mission, taking into account factors, such as data
timeliness and onboard memory, the results need to be transmitted to ground users in a
timely manner. GSS problem is extremely complex and has been proven to be NP-hard [11].
Xhafa et al. considered the utilization rate of ground stations in the GSS problem and solved
it with genetic algorithm [12]. Karapetyan et al. divided downlink requests into ordinary
and urgent requests, using fast planning strategy to deal with emergency request first, then
use the remaining resources to process ordinary requests [13]. Chen et al. proposed two
types of solution construction graphs with the number of tasks completed as the main
objective, which improved the performance of the ant colony optimization algorithm by
limiting the search neighborhood [14]. Yan et al. considered the inter-satellite bandwidth
capacity and solved it using iterative tree search algorithm based on the integer program-
ming model [15]. Zhang et al. proposed a planning method combining SVM and NSGA-II
based on the idea of classification for satellite data transmission planning [16]. Luo et al.
proposed a conflict resolution technique for satellite downlink scheduling by constructing
elite initial schedule [17]. Li et al. solved the satellite range scheduling problem with
priority constraints by designing coding and selection methods in genetic algorithm [18].
Li et al. proposed the conflict degree of data transmission and solved it by combining tabu
search and genetic algorithm [19]. Li et al. proposed a K-shortest path genetic algorithm
for the balance between response time and resource utilization [20]. Hou et al. optimized
the ground-satellite link planning with respect to three aspects: link switching frequency,
routing update frequency, and relay satellite configuration [21]. Chen et al. designed
a rote genetic algorithm operator to guide the algorithm for the problem of data trans-
mission window collisions in the transmission of satellite cluster data transmission [22].
Xiang et al. established a global scheduling optimization model, including satellite ground
transmission and ground transmission, including conflict resolution model in the process
of satellite ground transmission and data transmission model in the process of ground
transmission [23].

Integrated satellite scheduling is to schedule satellite observation and data transmis-
sion simultaneously. Zhu et al. established a mixed integer linear programming model for
the integrated satellite scheduling problem using a directed acyclic graph for determining
candidate solution options [24]. Cho et al. described a two-step binary linear program-
ming formula considering energy consumption, which solved the downlink scheduling
sub-problem first and, then, the constellation task scheduling problem [25]. Song et al.
considered that all observation data in the same area need to be downloaded to the same
ground station, and proposed the construction heuristic algorithm and downlink schedul-
ing algorithm [26]. Xiao et al. considered the impact of weather uncertainty on mission
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success to ensure the maximum reliability of mission scheduling, proposed two plan-
ning modes based on periodic triggering and event triggering, and adopted a two-stage
scheduling scheme to optimize observation and downlink operation simultaneously [27].
Zhang et al. proposed a solution method based on quantum genetic algorithm considering
the model of energy constraint and storage capacity constraint [28]. Zhang et al. mod-
eled the integrated satellite scheduling problem as a mixed integer programming model
and proposed the concept of conflict request set to improve the performance of genetic
algorithm [29].

This article focuses on the low latency requirements of users in the multi-satellite
and ground stations scheduling problem (MGSS). In this paper, the calculation process of
the visible time window between the satellite and the ground station is firstly presented.
Then, model the problem as a resource-constrained heterogeneous vehicle routing problem
with time window (RC-HVRPTW) according to the characteristics of MGSS. The primary
optimization objective is to minimize task delay in MGSS. A simulated annealing algorithm
with a tabu list and start time decision (SATLD) is proposed to solve this problem. SATLD
assigns the corresponding ground station to each downlink task firstly, and then determines
the specific start time of each downlink task. The SATLD algorithm proposed in this paper
is a method that balances profit and efficiency. First, the problem of resource allocation in
the MGSS problem is solved. Second, according to the characteristics that some specific
tasks need to be transmitted to the ground station in a short time, a method for determining
the exact start time of the task considering the waiting time is given.

The remainder of this paper is organized as follows. In Section 2, a mathematical
model of the MGSS problem is proposed. Section 3 presents the main scheme of the SATLD.
Experimental results are presented in Section 4 to verify the efficiency of the model and the
effectiveness of the proposed algorithm. The last section offers conclusions and directions
for future research.

2. Problem Description and Formulation

There are two critical things that need to be completed between receiving a user
request and completing a task. The first one is observation scheduling, which arranges the
observation scheme according to the relationship between the available satellite resources
and the observation target requested by the user. The second one is downlink scheduling,
which transfers observation results from multiple satellites to ground stations as quickly
as possible. In many observation tasks, multiple satellites will obtain a large amount of
observation data once the observation task completed. Nevertheless, restricted to the
number and location of ground stations, it is necessary to schedule the multi-satellite
downlink to complete the delivery of the observation results.

2.1. Problem Description

The satellite can establish a downlink with the ground station to transmit the data
stored on itself to the ground when it can gain access to a ground station. According to
the visible time of different satellites and ground stations conflict with each other, ground
station scheduling is needed to complete the data transmission task of each satellite. The
MGSS is the last step in the satellite scheduling workflow, which has a great impact on
user satisfaction and data timeliness. This problem is mainly caused by the insufficient
number and the limited geographical distribution of ground stations. Due to the limitation
of the curvature of the earth and the communication capability of the satellite antenna,
it is impossible for the satellite and the ground station to maintain a connection state at
any time, but can only communicate and transmit data within a specific time window.
Additionally, the ground station usually can keep downlink with only one specific satellite
simultaneously. As shown in Figure 1, the GS-1 can access to SAT-2, SAT-3 simultaneously,
and GS-2 can access to SAT-1 and SAT-2. SAT-2 needs to choose between ground station 1
and ground station 2 as the downlink target. As shown in Figure 2, there are overlaps in
the same ground station with different satellites.
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After the observation scheduling proposed by the user is completed, the executing
satellite of each target, the start time of observation, the time of task completion, and the
consumption rate of on-board storage can be calculated. Additionally, then, the problem is
transformed into multi-satellite downlink scheduling, and a download plan is arranged for
each datum. A downlink task can be described as (1), each task t contains a unique id, sat is
the satellite number of the current downlink task, tArrival is the specific time of the current
task, tDur is the time required for data transmission, and priority stands for the importance
of the task.

t = (id, sat, tArrival, tDur, priority) (1)

Task set T contains all downlink task for all satellites. A subset T′ = (t1, t2, · · · , tn) ∈ T
is selected after executing the downlink scheduling. The exact execution time of each t is
determined to ensure that the downlink task has the shortest waiting time while meeting
all the constraints of the tasks in T′. The access time conflict should also be solved.

Figure 1. Example of MGSS problem.

Figure 2. Schedule example.

2.2. The RC-HVRPTW Model

In multi-satellite ground station scheduling, the ground station communication time
is scheduled as cargo to multiple satellites with the shortest task waiting time. The relation-
ship between satellite orbits and the geographic location distribution of ground stations
determines that there are different visible windows between satellites and ground stations,
which means that each satellite is associated with a specific ground station set. As shown



Aerospace 2022, 9, 235 5 of 20

in Figure 1, the ground station set for SAT-3 is {GS− 1, GS− 2}, and the ground station set
for SAT-1 is {GS− 1}. According to the urgency of the data, it is necessary to reduce the
waiting time of the downlink task as much as possible. In order to facilitate downlink and
reduce waiting time, the communication time of the ground station should be allocated to
the corresponding downlink request. An alternative representation can be used to represent
customer-based graphics and road networks. A customer-based multiple graph, which
contains multiple links between two vertexes, which represent different paths in the graph
based on different vehicle. In other words, there is no longer a single path between two
vertices, but there are multiple alternative paths provided by different vehicles. There are
always different routes between nodes, and each route means a different travel cost. The
choice of a different route for each node will affect its next route.

RC-HVRPTW arising in the multi-satellite ground station scheduling can be defined on
the directed graph G = (V, A) where V = (0, 1, · · · , n) is the vertex set, A = {(i, j)|i, j ∈ V,
i 6= j} is the arc set. Downlink requests are regarded as customers, and ground stations are
regarded as vehicle resources for providing kinds of services. The downlink request i has a
service time tDur and open window [bi, ei] and the arrival time tArrival. In order to ensure
the integrity of information, each downlink request is executed only once. Customers
with different requests should be served by different kind of vehicles. Arc (i, j)k contains
the cost of task transformation from i to j using vehicle k. A fleet G = (1, 2, · · · , g) of
heterogeneous vehicles are used to deliver variety of products to the customers. The
objective of cost minimization takes into account customer waiting cost and travel cost.
The decision variable xijk is a binary variable. It is set to 1 when vehicle k provide service j
before i, 0 for others. ti is the service start time of customer i.

2.3. Formulation
2.3.1. Downlink Latency Cost (DC)

The downlink latency cost is determined by the scheduled solution. Each downlink
request has a request submission time, and the time from the submission time to the
completion time of the request is called the downlink latency time. The downlink latency
cost can be calculated as follows,

DC = ∑
s∈S

∑
r∈R∫

ωDC × (yr − AT(Rr
s)) (2)

2.3.2. Energy Consumption Cost(EC)

The energy consumption cost includes two part: the cost in attitude maneuver (EC1)
and the cost in data download (EC2). The EC1 and EC2 EC refers to the on-board energy
required from issuing a downlink request to completing the mission. EC1 represents the
energy consumption of the satellite maneuvering its attitude to communicate with the
ground. Additionally, EC2 is the energy consumption of satellite data transmission. The
energy consumption cost can be calculated by,

EC = EC1 + EC2 (3)

where
EC1 = ∑

s∈S
∑

r∈Rs

ωEC1 × usr

EC2 = ∑
i∈S

∑
k∈G

ωEC2 × xijk × DT(Rr
s)

The mathematical model of RC-HVRPTW is defined as follows.

Minimize(C) = DC + EC (4)



Aerospace 2022, 9, 235 6 of 20

subject to:

∑
j∈S,i 6=j

∑
k inG

xijk ≤ 1 (5)

∑
s∈S

∑
r∈Rs

∑
g∈G

AT(Rr
s) ≤ ET(twsg) (6)

∑
r∈R

∑
g∈G

ysr ≥ ST(twsg) (7)

∑
r∈R

∑
g∈G

ysr ≤ ET(twsg) (8)

∑
r∈R

∑
g∈G

DR(Rr
s) ≤ (ET(twsg)− ST(twsg)) (9)

∑
s∈S

∑
r∈Rs

ωEC1 × usr ≤ Max_Energy (10)

DT(Rr
s) + ST(twsg) ≤ ET(twsg), f or ∀s (11)

∑
s∈S
Rs(0) = 0 (12)

∑
s∈S
Rs(Rs + 1) = 0 (13)

Equation (4) is the optimization objective function. Equation (5) means that obser-
vation is made for a target at most once. Equation (6) stands for that means that the end
time of each access window is greater than the start time. Equations (7) and (8) require
the service start time for each request. Equation (10) requires energy consumption to be
within the total energy range on-board. Equation (11) means that only when there is a
request longer than the duration can be served. Equations (12) and (13) represents that
the mission execution plan of each ground station has a dummy request at the beginning
and end Tables 1 and 2.

Table 1. Parameters.

Symbol Description

s in 1, 2, · · · , S Satellite set

g in 1, 2, · · · , G Ground station set

r in 1, 2, · · · , R Downlink request set, Rr = (idr, satr, tArrivalr, tDurr)

a in 1, 2, · · · , A Access window set, Aa = (ida, gsa, sata, tBega, tEnda)

idr id of downlink request r

satr satellite number satr for request r

tArrivalr the arrival time of request r

tDurr the requirement time of request r

ida id of downlink request r

gsa ground station number gsa for access window a

sata satellite number sata for access window a

tBega the start time of access window a

tEnda the end time of access window a

H scheduling horizon length

twn
sg nth access time window in g and s
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Table 1. Cont.

Symbol Description

Rs The downlink request set in s

As The Access window set for s

ST(twn
sg) Start time of twn

sg

ET(twn
sg) End time of twn

sg

AT(Rr
s) The arrival time of in rth request of s

DT(Rr
s) The duration time of in rth request of s

Table 2. Decision variables.

Symbol Description

xijk
binary variable, if the kth path is chosen between i and j (Pijk = 1)
or not (Pijk = 1)

yr the service start time for downlink request r

zgr the chosen g for r

usn
binary variable, if the zgr 6= zg(r+1) (usr = 1) or not (usr = 0),
r ∈ Rs

3. SATLD for MGSS Considering Waiting Time

In this section, we introduce a simulated annealing algorithm with a tabu list and start
time decision (SATLD) to efficiently solve the RC-HVRPTW. The origin SA algorithm is
upgraded by the use of TL and two deterministic algorithm. The SA is used to explore
diversity solution to achieve a more applicable solution. As discussed above, the waiting
time of the request increased by that multiple satellites need to use the same ground station
in overlapping access windows. The main method to solve the problem is to reduce the
conflict by arranging the downlink requests with conflict access windows to different
ground stations.

In the proposed algorithm, a greedy strategy with the least conflict ground station first
is applied to construct the initial solution. The initial solution constructs a better solution
by assigning the ground stations with the least time conflict firstly. In each iteration of SA,
a variety of downlink request scheduling methods are used for a single ground station to
obtain the appropriate downlink plan. It is observed that the algorithm adopts a multi-start
strategy achieving diversification to obtain high quality solutions.

The remainder of this section introduces the proposed solution methodology. Section 3.1
introduces how to solve RC-HVRPTW by exact methods. Additionally, Section 3.2 presents
the components of the optimization process.

3.1. Determination Method of Start Time

First-come-first service and short-job first methods are commonly used in operating
system process scheduling. However, different from the process scheduling in the oper-
ating system, the request may appear at any time in the single ground station downlink
scheduling period. If the arrival time of the current request is beyond the whole planning
period, it must wait until the cycle starts, and the ground station has a visible window for
the current request.

Inspired by the FCFS, we propose a downlink scheduling algorithm based on the
arrival time (DSA-AT) of downlink requests. As shown in Figure 3, DSA-AT arranges
all requests in ascending order according to their arrival time, and arranges the access
window time first according to the order of tasks. In order to reduce the waiting time of the
downlink request as much as possible, the specific start time of the request is arranged as
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early as possible in its visible window. The algorithm is described in detail in Algorithm 1.
The input of DSA-AT includes a set of downlink links, a set of ground stations, a set of
satellites, and a set of visible windows between the ground station and the satellite. The
output is a scheme that includes all the ground stations allocated for the downlink request
and the corresponding specific start time. Firstly, arrange the downlink request set in
ascending order of arrival time. Then, downlink resource allocation is performed on each
request in sequence. Determine all the access windows of the satellite sat that emit the
current request r. Arrange all access windows in ascending order of the start time of the
window, and check whether they meet the requirements of the current request. If it is
satisfied, the specific execution time is determined, and the waiting time from the request
arrival time to the execution time is recorded.

Figure 3. DSA-AT processing example.

Additionally, then, the access window update algorithm is applied to A′, as shown in
Algorithm 2. The input includes the access window set A′, the current request r, the chosen
ground station number g, the specific start time of request r yr. The output is the updated
access window set. The first step is to select all the access window sets A that need to be
updated from the ground station numbers currently allocated. Because the arrangement of
the current request will only affect the access window with the same ground station number.
For each visible window, according to the time occupation interval assigned to downlink
request r by the ground station, it can be known that there are at most four relationships
between each window and the occupied time. As shown in Figure 4, the four types are
subset, left-overlapping, right-overlapping, and inclusion. The first type of relationship is
[tBega, tEnda] ∈ [st, et], and window a is completely occupied, so remove it from A′. In the
next two cases, [tBega, tEnda] and [st, et] overlap the left part and the right part, respectively,
and move the start time of the window backward and the end time of the window forward.
The last case is that [st, et] is a subset of [tBega, tEnda], and [tBega, tEnda] needs to be divided
into two visible windows, and then A′ is updated.
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Inspired by the SJF, we propose the downlink scheduling algorithm based on the
requirement time(DSA-RT) of downlink requests. As shown in Figure 5, in some specific
scenarios, the use of DSA-AT will cause some tasks with late arrival time to wait too long.
Based on the idea of SJF, prioritizing the downlink requests with short demand time can
effectively reduce the waiting time of the whole process. The DSA-RT is described as
Algorithm 3, it also uses the window update Algorithm 2. The main difference between
DSA-RT and DSA-AT lies in the first line of the algorithm, where the time required for each
downlink request is used for ascending order.

Figure 4. Time window conflict type.

Figure 5. DSA-RT processing example.
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3.2. Simulated Annealing Algorithm with Tabu List and Start Time Decision

As shown in Algorithm 4, we propose a two-stage optimization algorithm based on
simulated annealing and tabu list to solve RC-HVRPTW. The first stage is to use SA and TL
to explore. This stage mainly solves the optimization problem caused by the simultaneous
existence of access windows between satellites and multiple ground stations. A ground
station is allocated for each downlink request through SA and TL. Additionally, then,
the RC-HVRPTW can be decomposed into a single ground station scheduling problem.
In the single ground station downlink scheduling, what needs to be determined is the
specific start time of each downlink request. The purpose of downlink planning is to
ensure that the downlink requirements are met while reducing the total wait time for each
request. Therefore, downlink requests need to be scheduled as early as possible within the
window time that the task can be executed. On the basis of the method in the Section 3.1,
two methods for solving the exact start time are proposed. Each solution generated by SA
uses FCFS-based and SJF-based to determine its specific start time.

Algorithm 1: Downlink scheduling based on arrival time.
Input: Downlink request set R, Ground station set G, Satellite set S, Access

window set A.
Output: A solution S that includes the number of the ground station and the

specific start time for each request, a total waiting time for all request
1 R′ ← sort_By_tArrival(R);
2 S ← ∅;
3 satis f iedNumber ← 0;
4 waitingTime← 0;
5 for r in R′ do
6 A′ ← sort_by_tBeg(A);
7 A ← chooseAccessWindowSet(A′);
8 for a in A do
9 if (a meets the requirements of r) then

10 satis f iedNumber+ = 1;
11 if tArrivalr ≤ ST(a) then
12 g, yr ← gsa, ST(a);
13 end
14 else
15 g, yr ← gsa, tArrivalr;
16 end
17 A′ ← update(A′, a, r, g, yr);
18 S ← (g, yr);
19 break ;
20 end
21 end
22 waitingTime← update(waitingTime)
23 end
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The input of SATLD includes downlink request set R, ground station set G, satellite
set S, access window set A, maximum number of iterations Max_Iter, tabu list length Lt.
First, an initial solution is obtained by using the initialization function initail. Additionally,
the waitingTime, satisfiedNumber of the initial solution is calculated by fitness calculation
function f itval.Update S using neighborhood search based on tabu list neighborTL. Com-
pare the S with S ′, and update based on Metropolis guidelines.

The length of the solution is equal to the number of downlink requests, and each
request solution position represents the downlink ground station number of the corre-
sponding request. The initial solution will greatly affect the optimization performance of
SATLD. Therefore, we propose three initialization criteria. For request r, the corresponding
satellite number is satr, and the arrival time of the task request r is tArrival. For all the
ground stations with access window to satr, the ground station set Gr

n, n ∈ G.

(1) The access window conflict time is the least;
(2) The ground station Gr

n has the longest access window time for satr;
(3) The start time of access window between ground station Gr

n and satr has the smallest
difference with tArrival.

Algorithm 2: Access window update for DSA-RT and DSA-AT

Input: access window set A′, request r, ground station number g, the specific start
time of request yr

Output: updated access window set A′

1 gsNumber ← g;
2 A ← allAccessWindowForGS(gsNumber);
3 st← yr;
4 et← yr + tDurr;
5 for a in A do
6 if tBega > st and tEnda ≤ et then
7 A′ ← {a′|a′ ∈ A′ ∩ a′ /∈ a};
8 end
9 if tBega < st and st ≥ tEnda ≤ et then

10 tBeg′a = tBega;
11 tEng′a = st;
12 a← a′;
13 end
14 if tEnda > et and st ≥ tBega ≤ et then
15 tBeg′a = et;
16 tEng′a = tEnda;
17 a← a′;
18 end
19 if tBega ≥ st and tEnda ≤ et then
20 tBeg′a = st;
21 tEng′a = tBega;
22 a← a′;
23 tBega∗ = et;
24 tEnga∗ = tEnda;
25 A′ ← A′ + a∗;
26 end
27 end
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In f itval, the specific start time and fitness of each request will be determined by FCFS-
based and SJF-based simultaneously. Additionally, use the greedy strategy to determine the
final execution time. In neighborTL, tabu list is used to explore the solution neighborhood
to improve the optimization efficiency. The algorithm maintains a tabu list queue of with
length Lt, records the change of solution in each iteration, and checks whether the current
neighborhood appears in TL. If it appears, the corresponding element in TL will be moved
to the end of the queue. If the current neighborhood does not appear in TL, it will be push
to TL, and TL will delete the first element of the queue.

Algorithm 3: Downlink scheduling based on requirement time.
Input: Downlink request set R, Ground station set G, Satellite set S, Access

window set A.
Output: A solution S that includes the number of the ground station and the

specific start time for each request, a total waiting time for all request
1 R′ ← sort_By_tDur(R);
2 S ← ∅;
3 satis f iedNumber ← 0;
4 waitingTime← 0;
5 for r in R′ do
6 A′ ← sort_by_tBeg(A);
7 A ← chooseAccessWindowSet(A′);
8 for a in A do
9 if (a meets the requirements of r) then

10 satis f iedNumber+ = 1;
11 if tArrivalr ≤ ST(a) then
12 g, yr ← gsa, ST(a);
13 end
14 else
15 g, yr ← gsa, tArrivalr;
16 end
17 A′ ← update(A′, a, r, g, yr);
18 S ← (g, yr);
19 break ;
20 end
21 end
22 waitingTime← update(waitingTime)
23 end
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Algorithm 4: Simulated annealing with tabu list and start time decision (SATLD).
Input: Downlink request set R, Ground station set G, Satellite set S, Access

window set A, Maximum number of iterations Max_Iter, Tabu list length
Lt

Output: A solution S that includes the number of the ground station and the
specific start time for each request, a total waiting time for all request

1 S ← initial(R, G, S, A);
2 waitingTime, satis f iedNumber ← f itval(S);
3 iter ← 0;
4 while iter < Max_iter do
5 S ′ ← neighborTL(S);
6 waitingTime′, satis f iedNumber′ ← f itval(S ′);
7 ∆WT = waitingTime′ − waitingTime;
8 if ∆WT ≤ 0 then
9 S ← S ′;

10 waitingTime, satis f iedNumber ← waitingTime′, satis f iedNumber′;
11 end
12 else
13 if e−∆WT/T > random(0, 1) then
14 S ← S ′;
15 waitingTime, satis f iedNumber ← waitingTime′, satis f iedNumber′;
16 end
17 end
18 iter ← iter + 1;
19 iter ← T × δ;
20 end

4. Experiment Simulation and Discussion

This section describes the computational experiments carried out to validate the
effectiveness of the algorithm presented in Section 3. The algorithm was coded in Python
and run on a 1.4 GHz Intel®Core (TM) i5 CPU and 8 GB memory. In Section 4.1, the sets
of standard benchmark VRPTW instances from the literature are presented and a new set
of HVRPTW-LR instances are also proposed. In Section 4.2, experiments are conducted to
demonstrate the effectiveness of SATLD.

4.1. Experiment Cases Construction

Because of the lack of benchmarking examples for downlink scheduling problem aim-
ing at request waiting time, on the base of benchmark for downlink scheduling proposed
by [30], we propose a test case to verify the correctness of SATLD. The origin benchmark
shown in Table 3, there are 16 benchmark instances for each size. However, this benchmark
is not constructed for downlink scheduling considering request waiting time. The reason
for not adapting to this problem is that it mainly considers the conventional communication
between the satellite and the ground station, and it needs to communicate with the ground
station once in each circle. In addition to regular requests, downlink requests also need to
be satisfied as soon as possible. The randomness of task requests has not been considered,
which means that the arrival time of each request is different. The arrival time of each
request may not be within the access range of all the ground stations, or it can access to a
certain ground station when the request arrived. Based on this, we made a modification on
the basis of the original benchmark. Each satellite considers only one downlink request,
and the arrival time of each downlink request in the entire planning cycle is random.
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Table 3. Original benchmark.

Size Number of GS Number of Satellite Days

Small 5 10 10
Medium 10 15 10
Large 15 20 10

4.2. Computational Studies

Experiments were performed using our proposed test case with the number of itera-
tions of SATLD set to 200 and the tabu list length set to 5. In the results shown in Table 4, the
SATLD algorithm was run 50 times on each scenario, where medium represents the median
value of the running results, and Average represents the average value of the running
results, SATLD

DSA-RT and SATLD
DSA-AT , respectively, represent the percentage of SATLD to DSA-RT

and DSA-AT, and represent the relationship between the total waiting time of all requests
for the SATLD algorithm planning result and the determination algorithm.

From the small-scale test cases, it can be seen that for different problems, although the
satellites and the corresponding available resources are the same, differences in problems
are caused by the fact that the asymmetric requests for satellites are issued at different
moments and each task requires different durations. DSA-RT had better results than DSA-
AT on small-scale scenarios (SC_S_1, 2, 4, 6, 7, 9, 11, 14). DSA-AT had better results than
DSA-RT on small-scale scenarios (SC_S_3, 5, 8, 10, 12, 13, 15, 16). It can be seen that the
dominant number of the two exact methods in small-scale test scenarios is 50%, respectively.
However, it can be seen that, except for scenario 4, when DAS-AT algorithm is dominant, it
has a greater impact on the results. For all small-scale scenarios, compared with DSA-AT
and DSA-RT, SATLD obtains the best results. Among them, the optimal solution is obtained
in SC_S_2, SC_S_10, SC_S_12. It can be seen from the ratio part that SATLD improves
DSA-RT even more.

From the medium-scale test cases, it can be seen that the results of DSA-AT are better
than DSA-RT, and the optimal solution is obtained in SC_M_8 and SC_M_10. SATLD ob-
tained the optimal solution in SC_M_2, SC_M_8, SC_M_10, SC_M_12, SC_M_13, SC_M_15,
and SC_M_16.

From the large-scale test cases, it can be seen that the results of DSA-AT are better than
DSA-RT, and the optimal solution is obtained in SC_L_2, SC_L_6, SC_L_8, SC_L_11, and
SC_L_16. SATLD obtained the optimal solution in SC_M_2, SC_M_8, SC_M_10, SC_M_12,
SC_M_13, SC_M_15, and SC_M_16.

In summary, DSA-AT is generally superior to DSA-RT. Even in small-scale test cases,
half of the test cases of DSA-AT and DSA-RT are dominant, but when DSA-AT is dominant,
it can reduce more waiting time. In both medium-scale and large-scale test cases, DSA-AT
is superior to DSA-RT, and it can obtain the optimal solution in multiple test cases. The
SATLD algorithm can obtain the best results in each test case. The number of optimal
solutions obtained in small-scale test cases is the least, and the number of optimal solutions
obtained in medium-scale test cases is the largest. From the number of optimal solutions, it
can be seen that with the increase in the number of ground stations, the access windows
between ground stations and satellites increase. Although the number of satellites also
increases, compared with the increase in resources, the number of downlink requests
increases less, so it is more possible to solve the problem of downlink scheduling.

4.3. Algorithm Performance Comparison and Discussion

Simulations have been carried out in three different size scenarios. Genetic algorithm
(GA) and stochastic algorithm are used as a comparison to compare algorithm stability
and efficiency. The population size of the genetic algorithm is set to 20, the maximum
number of iterations is set to 100, and the crossover probability and mutation probability
are adaptive.The crossover operator uses two-point crossover, and the mutation opera-
tor uses single-point mutation. The three methods performed 20 experiments on each
experimental case.
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Table 4. Experiment results for waiting time.

Scenario DSA-RT DSA-AT
SATLD

Average Medium SATLD/DSA-RT SATLD/DSA-AT

SC_S_1 364.00 374.00 18.02 12 3.2967033 3.2085561
SC_S_2 271.00 292.00 13.2 0 Opt Opt
SC_S_3 422.00 161.00 152 152 36.018957 94.409938
SC_S_4 119.00 820.00 62.3 46 38.655462 5.6097561
SC_S_5 311.00 106.00 26 26 8.3601286 24.528302
SC_S_6 437.00 710.00 57.5 56 12.814645 7.8873239
SC_S_7 259.00 335.00 52.52 46.76 18.054054 13.958209
SC_S_8 667.00 408.00 151.62 151 22.638681 37.009804
SC_S_9 495.00 601.00 198.38 181.5 36.666667 30.199667
SC_S_10 134.00 55.00 4.24 0 Opt Opt
SC_S_11 398.00 499.00 249.64 240 60.301508 48.096192
SC_S_12 735.00 573.00 2 0 Opt Opt
SC_S_13 566.00 507.00 202.48 206.24 36.438163 40.678501
SC_S_14 456.00 486.00 67.58 67 14.692982 13.786008
SC_S_15 391.00 299.00 192.8 165.5 42.327366 55.351171
SC_S_16 502.00 300.00 163.74 188 37.450199 62.666667

SC_M_1 6.00 6.00 3.60 6.00 100 100
SC_M_2 354.00 176.00 29.40 7.00 1.9774011 3.9772727
SC_M_3 101.00 27.00 15.22 23.00 22.772277 85.185185
SC_M_4 287.00 30.00 3.84 0.00 Opt Opt
SC_M_5 299.00 218.00 41.12 52.00 17.391304 23.853211
SC_M_6 91.00 75.00 20.80 40.00 43.956044 53.333333
SC_M_7 383.00 130.00 25.86 25.50 6.6579634 19.615385
SC_M_8 179.00 0.00 0.00 0.00 Opt Opt
SC_M_9 379.00 84.00 53.82 44.00 11.609499 52.380952
SC_M_10 90.00 30.00 0.00 0.00 Opt Opt
SC_M_11 400.00 186.00 113.84 108.00 27 58.064516
SC_M_12 309.00 122.00 27.10 26.00 8.4142395 21.311475
SC_M_13 155.00 67.00 3.36 0.00 Opt Opt
SC_M_14 458.00 494.00 33.80 30.00 6.5502183 6.0728745
SC_M_15 35.00 25.00 12.00 0.00 Opt Opt
SC_M_16 3.00 43.00 1.46 0.00 Opt Opt

SC_L_1 90.00 27.00 23.00 23.00 25.555556 85.185185
SC_L_2 44.00 0.00 0.00 0.00 Opt Opt
SC_L_3 311.00 131.00 98.88 101.00 32.475884 77.099237
SC_L_4 261.00 38.00 38.00 38.00 14.559387 100
SC_L_5 14.00 14.00 14.00 14.00 100 100
SC_L_6 29.00 0.00 0.00 0.00 Opt Opt
SC_L_7 386.00 57.00 52.00 52.00 13.471503 91.22807
SC_L_8 164.00 9.00 0.00 0.00 Opt Opt
SC_L_9 138.00 31.00 28.00 28.00 20.289855 90.322581
SC_L_10 126.00 69.00 22.00 22.00 17.460317 31.884058
SC_L_11 47.00 0.00 0.00 0.00 Opt Opt
SC_L_12 298.00 29.00 29.00 29.00 9.7315436 100
SC_L_13 108.00 30.00 30.00 30.00 27.777778 100
SC_L_14 316.00 93.00 93.00 93.00 29.43038 100
SC_L_15 422.00 74.00 74.00 74.00 17.535545 100
SC_L_16 0.00 0.00 0.00 0.00 Opt Opt
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In the small scenario experimental case, it can be seen from Figure 6 that GA has the
strongest stability, and stable results can be obtained in all 15 experimental cases. The
stochastic algorithm has the worst stability, with a profit difference of more than 100 in
multiple experimental cases (S4, S8, S9, S11), and the average number of outliers is twice
that of SATLD. In these experimental cases, the difference in SATLD profit is within 80. The
average profit of SATLD is comparable to GA on multiple experimental cases (S2, S3, S5, S6,
S10, S12, S13, S14), and it is better than GA on S11. In each experimental case in Figure 7,
the average time consumption of GA and SATLD differs by an order of magnitude.

In the medium scenario experimental case (Figures 8 and 9), the stability of SATLD
is improved compared to the small scenario experimental case, and it is only worse than
GA in one-third of the cases (S3, S4, S5, S11, S12). In the large scenario experimental case
(Figure 10), SATLD is almost identical to GA. As the problem size increases, from the
average time consumption (Figures 7, 9 and 11), the time consumption of GA increases
in second order, while the SATLD growth rate is an order of magnitude lower than GA,
from the profit and stability point of view SATLD gradually approaching GA.
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(c). Stochastic profit distribution

Figure 6. Distribution in small scenario.

The experimental results show that the SATLD algorithm proposed in this paper is a
method of balancing profit and efficiency. It achieves the same level of profit as GA with
an average time consumption that is an order of magnitude lower than GA, and even
outperforms GA in some experimental cases. This efficiency improvement makes it more
suitable for running on satellites where hardware performance is insufficient. Compared
with the random algorithm with less time consumption, SATLD has stronger stability,
which can ensure that there is no large difference between the pros and cons of the planning
results of the random algorithm during the running process.
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Figure 7. Average time consumption in small scenario.
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Figure 8. Distribution in medium scenario.
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Figure 9. Average time consumption in medium scenario.
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Figure 11. Average time consumption in large scenario.

5. Conclusions and Future Work

This study proposes a method for multi-satellite and multi-ground station downlink
scheduling problem considering waiting time. Firstly, the simulated annealing algorithm
with a tabu table is used to solve the selection problem of multiple satellites and multiple
ground stations. Then, two precise algorithms, the downlink scheduling algorithm based
on arrival time and the downlink scheduling algorithm based on requirement time, are
used to solve the specific start time decision of multiple time conflict downlink tasks in a
single ground station.

Calculation and simulation analysis shows this method is a balanced algorithm be-
tween profit and efficiency that can efficiently perform ground station selection and mission
start time decision. In addition, the constraints considered in this work are mainly ge-
ometric visibility and temporal conflicts, without considering uncertain factors, such as
communication interruption, and more specific constraints, such as ground station antenna
maneuvering, which can be studied in future work. The downlink start time determination
method reduces the waiting time of the task, and has practical value for the planning and
scheduling of downlink tasks of multi-satellite and multi-ground stations.
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