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Abstract

The process of retrieving relevant documents from useydsi¢o begin with the clustering of documents

with high semantic similarities between terms, and lowweer noise values. Here, the research extends
normal keywords document clustering techniques in automagigatinus construction to building|a
Concept Based Thesaurus Network. The applied concept matalgngthm uses the Multi-Fuzzy
Concept Network to generate sub clustered documents wétiveeldegree of relationship across the
clustered document. The proposed system achieved a ltighesion rate between concepts and lower
entropy rate in document. Also, a concise and relevatengal retrieved document were better ranked
when compared with other existing document clustering techsique

Keywords: Concept based thesaurus network; concepts; docuohgstering; fuzzy concept network;
document clustering; concept based document clustering.

*Corresponding author: E-mail: ibitoye_ayodeji@yahoom;



Onifade and Ibitoye; BJMCS, 18(4): 1-10, 2016; élgino.BJIMCS.26935

1 Introduction

A retrieved document is no doubt an extract from the cledtdocuments gathered from the user query in
search time. Whenever users present an intention to theniation retrieval system, the system identifies
the terms that are present in this query to cluster patergtrievable documents [1]. Several existing
Information Retrieval System (IRS) like the traditiokalyword search, relevance feedback uses parameters
which include but not limited to co-occurrence frequencyeais, degree of relationship, and word weight
to determine the value of potential retrievable documg@jtdHowever, from the clustered documents used
by these existing algorithms, many useful or releygges are not returned and many returned pages are
useless or irrelevant. Since document clustering is arnségke that determines the relevance of retrieved
documents from different user queries, to obtain an optiegllt for the new trend of search that evolves
round Concept Based Information Retrieval (CBIR) is tmalluster document based on concept from the
user query [3,4]. There is no essence gained in titgingtrieved documents that is concept oriented on the
surface of just any document clustering technique withbet initial rudiment of concept cognitive
approaches. The research established that only a Concegat Basument Clustering (CBDC) technique
should be used for Concept Based Information Retrieval. THiedause it engenders documents that are
more relevant, precise and similar to users’ searchajaifferent search time.

2 Related Works

Everyday documents are scaling at a very high leasd, as huge amount of documents are generated it
becomes difficult to search a particular or a groupdofument(s) due to data veracity. To this effect,
document clustering as become a significant techniqueaihreed toward grouping similar documents in
clusters. The essence is to make a system that slusiteilar sort of documents efficiently. Different
approach like the k means, Expectation Maximization and Hieieal Clustering has been proposed by
various researchers. For instance, the global K-meansl{Siering technique creates initial centers by
recursively dividing data space into disjointed subspac#sg the K-dimensional tree approach. The
objective function of K means is to minimize the averageared distance of objects from their cluster
centers, where a cluster center is defined as the mezemtyoidu of the objects in a cluster. However, the
main limitation of K-means approach is that it generatapty clusters based on initial center vectors and
there are no conceptual relationship between clusterpr{flosed a modified version of the K means
algorithm that effectively eradicates this empty clusteblam while a novel clustering algorithm which
utilizes the swarm intelligence of ants in a decerteali environment that blended partitioned and
hierarchical clustering was designed by [7]. This atbari proved to be very effective as it performed
clustering in a hierarchical manner without conceptual mlatiip between clusters. Moreover, [8] posited
an approach for clustering heterogeneous data streaimaimgertainty as [9] also proposed a novel Multi
Representation Indexing Tree (MRIT) algorithm for constngct hierarchy that satisfies arbitrary shape
clusters with a good performance. Automatic and manually thesaconstruction system has also been
identified as a good medium for retrieving relevant docunierihformation retrieval. Several previous
techniques for automatic thesaurus construction includes colatépe-based information retrieval (IR)
random indexing, and contextual document ranking modeled asveasors [10]. However, [11] addressed
some problems of automatic thesaurus construction; thladimcthe quality of automatically extracted
semantic relations as compared with the semantic oetatf a manually crafted thesaurus and a simple
algorithm for representing both single word and multiword teimthe distributional space of syntactic
contexts alongside a method for evaluation quality of theaeteld relations was proposed. The experiments
show significant difference between the automatically ancuadéy constructed relations: while many of the
automatically generated relations are relevant, justiallspart of them could be found in the original
thesaurus. Looking beyond the scope of automatic and manuadlguttus construction to gather relevant
document, there are higher possibilities for different useenter almost the same query with different aim
toward achieving same or different goals. No doubt useremréiseir request to search engine based on
how they feel and what best term they consider can be combigetthé¢o to retrieve their desired relevant
document [12]. Most of the times, query input by users contaims that do not match the terms used to
index the majority of the relevant documents and sometimarthretrieved relevant documents are indexed
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by a different set of terms than those in the query onast of the other relevant documents [13]. One of the
most difficult things is to guess accurately (100%) theritions of a user by human not to talk of a system
since most of the terms are ill-defined by searcherseTtre, to retrieve documents based on concepts calls
for a necessity to first of all identify concepts that presented in the document before these concepts can
be classified according to a conceptual structure. Thigemyf concept based document clustering
technique has the capacity to enhance the concept basedatitor retrieval system with the ability to fetch
documents even if they don’t contain the specific temmthé user query while users can also retrieve more
relevant document without having to define the rules for theiriegie

3 Document Clustering

Document clustering (DC) is an important process Wsedhe retrieved documents are subsets of the set of
the clustered document wherein the clustered document ia alduset of the entire search engine corpus. It
is observed to be the first significant approach forrdtirmation Retrieval (IR) techniques. Wherein, after a
user had defined the problem on the text field and had clickéldecgearch button, terms from the query are
extracted in order to gather relative documents that have ttess from the document corpus to form a
document cluster for that particular user query. Tlies@iments are clustered based on the term frequency,
word weight to form the initial clustering, intermediatastering and final clustering as illustrated in Hig.

> Intermediate clustering

—plnitial clustering

Final clustering

Fig. 1. Typical view of a clustered document from user query

In one of the approaches involved in information retriesath as automatic thesaurus query expansion, the
final document clusters and/or intermediate documenteskusire largely used to determine the type of
retrieved document to a user query [14]. The outcome décting the initial clustered document as part of
potential retrieved documents from user query is a ptioatf, not the entire document in the cluster was
considered in constructing a thesaurus. This also atteetdegree of effect that existed between terms since
the larger the document and terms in a document cluster, tiee b degree of effect between the terms.
And once the degree of effect between terms is low, the defmetationship between terms will also be
low [15]. Hence, output from this clusters are also documh higher degree of inner noise, low precision
rate and low recall rate.

Also, document clustering techniques involved in tradiélokeyword based search do not consider other
terms that are significant in the document but the tehaiswas used in clustering such [16]. Hence, authors
with this knowledge use the advantage to increase the rankthginflocument by increasing the frequency
of the terms. This approach will not in any way eté relevant document from the cluster because no term
in a document is independent. This often time result in qdigftysince it has no clue of the field of search
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by the user. It important to emphasis that documents coffisisveral terms with associated links. This links
defines the relationship that exists between terms thgtrasented in a document [17]. The link definition
approach is to extract words from documents and thenngpa® documents with each other, documents
with higher degree of matching will be clustered togethbis approach can give us accuracy alongside the
degree to which documents are similar to each others, Tuser query retrieved document from document
clusters that uses the keywords, will only retrieve documéhtthe highest frequency of terms which may
not be relevant or similar to user’s intention. In ordeathieve a more relevant retrieval with respect to
users’ query, Information Retrieval (IR) techniques mapstrate beyond the level of term based document
clustering to a concept based document clustering appvaaetein all nouns phrase, words are treated as
concept to define a relationship in the document and betd@aments.

4 Proposed Concept Based Thesaur us Networ k

Concept Based Thesaurus Networks (CBTN) is an extensioe afutiomatic thesaurus document clustering
techniques; but here, documents are partitioned into Isisters which showcased concepts that contains
document with some level of degree of relationship.ceOa user typed in the querdu, ), the document
classifier @.) identifies the terms in such query with the view to gattteuments that contains it terms and
respective synonyms. Here, equation 1 as indicated hslobtained

Oc
Sug - Vd D

Wheredu, is the user's query is the document classifier based on term in the queryVdrid the
clustered document that contains the term, synonyms and ethtedrconcepts.

After a successful document clustering, there is need runglie irrelevant document from the cluster in
order to focus on relevant once. Hence, the fuzzy docuwlessifier and thesaurus constructor tool,
(FDCTC (¢y) ) is applied on the clustered documents to build the CBTh from the application of
FDCTC tool that we obtain equation 2 as illustrated

va 4 ¢, )

where, Vd is the clustered document base on terms embedded in the usgrggus the fuzzy document
classifier and thesaurus constructor tGglis the generated concept based thesaurus network.

The FDCTC §y) performs three leveled operations on clustered documentsusera query. The essence
is to cluster documents that are more relevant touggention and to establish conceptual relationship
between the documents. Hence, FDCTC manipulatessirequery by performing the following actions.

l. Extract text or keywords from each document in a clusdatistinct concepts
Il. Establish a conceptual network structure of concepts throughatitally thesaurus construction.
Il Measure the degree of relationship between concepts specteve documents by using the multi-
fuzzy concept network.

Here, the main approach used in generating conceptual quemystxp model for web information retrieval
is defined by using graph of concepts that contains relatednmts for the network analysis. From the
initial clustering of documents that contains user quermngeithe functiorG(di-,) is applied to select
document at random, eliminate non informative words and tlamldocuments based on term weight has
contained in each of the document clustered. Thereafthividual concepts (text) that are required in the
construction of a CBTN are extracted and ranked using uhetibn f(c/L,). The ranking is based on
concept weight, alongside co-occurrence frequency and assibcelevance degrees. Then, an automatic
thesaurus constructiqi®® ) is used to build conceptual structure between concepts angndats. The
automatic thesauru is further illustrated using equation 3.
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Acy,  Numg Min(v,, vy) X E co_occ

Ate X
Ac,  Num, Max(vx,vy) xXT Max(occx, occy)

3)

WhereNum, is the number of document in the document cluster that conteins such ast, and

ty, Num, is the number of documents in the document clusteandv, are the degrees of effect of terms
t, andt,, in the document cluster center, T denotes the numbemo$ i@ the document cluster and E is the
entropy,occ, denotes the number of documents containing tgrnm document clusteticc,, denotes the
number of documents containing tetpn in document cluster €p_occ denotes the number of documents
containing both termg, andt, in document cluster. Within the concept-document netwahle,
methodology reflects the degree to which the documetheconcept weight by using edges between the
concepts, and the documents by using a valued degree to indlicalegionship strength. Concepts and
documents present in the network are represented witls nddevever, unlike existing document clustering
techniques, the CBTN makes use of the entire documeattsate clustered with the presence of the user
query term, its respective synonyms and noun phrases. Mmreinstead of neglecting associative
relationship between terms, synonyms and other concept kaspeepetrated by the reviewed existing
document clustering approaches, the research methodologgecto restructure query based on concepts
matching using multi-fuzzy concept network in conjunctiothvather parameters such as term frequency,
degree of relationship, word weight etc. as stated alwobaild the CBTN. This process is further illustrated

using Fig. 2.
G\ \ R

»Link

Document

Fig. 2. Proposed concept based thesaur us networ k

The typical view of a concept based thesaurus network@gnsi Fig. 2 indicates how concepts has, or
contains respective documents and how these conceptalkae tbgether with a degree of association. Fig.
3 is further used to illustrate Table 1 as an examptiepict a possible level of association that could exist
between documents and their respective concepts in CBTN.

Table 1. A sample of identified conceptsin a document

Concept node Concept

C1 Network

Cc2 Artificial intelligence
C3 Computer science

C4 Security ancencryption
C5 Intranet

C6 Internet
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Fig. 3. Example of a concept based thesaur us networ k

In Fig. 3, there is a fuzzy positive relationship of degr@ea@d fuzzy general relation of degree 0.8 between
concept three and four, fuzzy negative of degree 0.7, fgeagral of degree 0.7, fuzzy special of degree 0.5
between concept six and five among others. The degnedatibnship between the documents and concept
for exampled; has degree of 0.4 to concept0.9 to concept, and so on. This degrees indicate the
strength at which documents has, or contains different concepts.

5 Experiments and Results

5.1 Entropy

Entropy was used as a measure of quality on the clustdrghe caveat that the best entropy is obtained
when each cluster contains exact relevant documents withauth minimal inner noise. For example, let
CSbe a clustering solution. For each cluster, the documistitbdtion of the query is calculated first, i.e.,
for clusterj we computer;;, the “probability” that a member of clustebelongs to document Then using
this document distribution, the entropy of each clysiecalculated using the standard formula

E; = — X Py log(P;) 4)

where the sum is taken over all document clustered. THeetdtapy for a set of clusters is calculated as the
sum of the entropies of each cluster weighted by theo$ieach cluster:

nj*E.

: (®)

— _\ym
Ecs_ j=1 5
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wherenj is the size of clustey, m is the number of clusters, amdis the total number of data points.
Therefore, the Fig. 4 is a graph that demonstrates thepgntest conducted on two document clustering
approach alongside the proposed concept based thesaurus network.

>
§ 15 =¢=—K-Mean
S / —f—Bisecting K-Mean
1 CBTN
0.5
0
0 20 40 60 80 100

Cluster Size

Fig. 4. Entropy test on clustered document

In Fig. 4, we can resolve that CBTN performs betterrnitropy test than the K-means and Bisecting K-
means approach. This is because; there is minimal inner imoisspect to the numbers of documents
present in a cluster as obtained from different useryquiithough the three approach satisfies the
Information Retrieval condition that the smaller the gifea document cluster, the minimal the entropy
value. However, the values obtained for the rate of diskimdes from clustered document is more minimal
in the proposed CBTN compared to the k-means and Bisectingdfisrdocument clustering approach.

5.2 Degree of cohesion

This experiment is conducted to know the degree to whiclurdents in a cluster can be related to each
other. One major objective of the proposed CBTN is not ustuster documents that have the presence of
the user query term but to cluster documents that are similgoal towards solving a problem. One
common possible measure for computing the similarity betweemunus is the degree of cohesion test.
This is defined as

c= %Zdes d (6)

Equation 3 is the vector obtained by averaging the weighthe various terms that are present in a
document d from the set of documeftdn performing this experiment using the K-means, Biseckng
means and the proposed CBTN, while using the cosine docummelarity measure as indicated in equation
6, the Fig. 5 shows the obtained result.

In Fig. 5, a test for the level of similarities that st&d between documents cluster from different user
gueries using the K-means, Bisecting K-means and thygoped CBTN document clustering technique was
conducted. Although the three document clustering technigemdt satisfies the information retrieval
system condition that the smaller the number of documients cluster, the higher the cohesive force
between the documents while the higher the number of documeatsluster, the more prone to contain
dissimilar documents. However, the values obtained fromptbposed CBTN has indicated in Fig. 5



Onifade and Ibitoye; BJMCS, 18(4): 1-10, 2016; &&ino.BIMCS.26935

reflected that CBTN performs better than the existingudamt clustering approaches when considering
similarities between documents in a cluster. After ik CBTN is a re-cluster exercise on an already
existing document, clustered from users query.

1.8
1.6
14 |——

=
N

SE =¢—CBTN
== Bisecting K-Mean
%‘S K-Mean

n

0 20 40 60 80 100

cluster size

Cohensive Degree
o O O o
ON DB O 0 -

Fig. 5. Degree of cohesion between documents

Finally, in this section we present the precision, andlfealues for the ten distinct queries. While priecis
rate is the ratio of the number of relevant documentisedotal number of documents retrieved for a query,
recall rate is the ratio of the number of relevant dasnis retrieved for a query to the total number of
relevant documents in the entire collection. We ilhtstthe obtained result using Table 2.

Table 2. Precision and recall valuesfor ten user queries

User query Precision value Recall value
K-means Bisecting K CBTN K means Bisecting K CBTN
means means

()} 45.4: 47.5¢ 50.2¢ 60.2¢ 62.4¢ 66.17

Q, 43.05 52.17 58.62 60.78 64.12 69.56
Qs 46.68 50.45 58.72 63.98 65.45 70.12
Qs 43.4: 49.3: 52.1¢ 60.4¢ 63.1 68.21

Qs 45.42 50.34 54.68 61.62 63.82 69.66
Qs 42.83 52.45 55.64 60.24 62.42 67.15
Q- 44.2¢ 50.81 56.2¢ 62.47 69.4: 74.8:

Qs 44.01 52.4¢ 59.2: 61.44 67.2¢ 71.42

Qs 45.56 52.67 56.46 62.74 66.33 71.63
Q10 46.44 53.6 55.76 60.23 64.78 68.83

From Table 2, we observe that the proposed CBTN outperfdren&-means and the Bisecting K-means
approach for both precision and recall value analysis perqusey. This approach in no doubt has helped to
enhance the retrieval of relevant document from the dataus based on the users query. The research was
able to establish the fact that a concept based docuustegrang which uses the user query to establish a
degree of conceptual similarity between the potenttakrable documents is the basis for retrieving a more
relevant document for the user’s goal.

6 Conclusion

Document clustering will forever remain an importantdachat will always decide the document that will
be retrieved as results to different user queriesckleto retrieve documents that is concept based; a concept
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based document clustering will always be required. EBi&s helped to showcase that the degree of effect
between terms can be increased for the entire docuchgsierwhile the degree of relationship between
terms can also increasece each concept in a multi-fuzzy network contains severalrdents with some
degree of relationship as compared to other existing teasidthe relationship that existed or that may
exist between concepts creates a bond that helps tdfydéhe user query intentions. This also helped
CBTN to eradicate unwanted or irrelevant documents that lmeasetrieved in connection to user query
while document which do not contain all or any of the useilery but relevant to users intention can be
retrieved.
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